The kinematics and stability of solitary and cnoidal wave solutions of the Serre equations
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ABSTRACT
The Serre equations are a pair of strongly nonlinear, weakly dispersive, Boussinesq-type partial differential equations. They model the evolution of the surface elevation and the depth-averaged horizontal velocity of an inviscid, irrotational, incompressible, shallow fluid. They admit a three-parameter family of cnoidal waves solutions with improved kinematics when compared to KdV theory. We examine their linear stability and establish that waves with sufficiently small amplitude/steepness are stable while waves with sufficiently large amplitude/steepness are unstable.
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1. Introduction
The evolution of gravity waves on the surface of an inviscid, incompressible fluid can be modeled by the Euler equations or by means of potential flow theory under the additional constraint of irrotationality. For many applications in the nearshore zone, it is customary to derive approximate versions of the Euler or potential flow systems by using a small-parameter perturbation procedure as done by, for example, [1]. Generally, the derivation of these simplified models, which are known as Boussinesq-type models [2], requires the introduction of the following standard dimensionless parameters

\[ \epsilon = \frac{H}{h_0} \quad \text{and} \quad \delta = \frac{h_0}{\lambda}. \] (1)

Here \( H, h_0, \) and \( \lambda \) are positive constants representing a typical wave height, the mean depth of the fluid, and a typical wavelength in the horizontal dimension, respectively. Fig. 1 contains a plot of the physical system and graphically defines important parameters and variables. The parameter \( \epsilon \) measures the strength of nonlinearity and \( \delta \) is a measure of the dispersion. The wave steepness, \( \Lambda \), and the Ursell number, \( U_r \), are defined in terms of \( \epsilon \) and \( \delta \) via the following expressions

\[ \Lambda = \epsilon \delta = \frac{H}{\lambda}, \quad \text{and} \quad U_r = \frac{\epsilon^2 \delta^2}{h_0^3} = \frac{H \lambda^2}{h_0^3}. \] (2)

The Ursell number measures the relative importance of nonlinear effects in comparison to dispersion and can be used to distinguish between different types of approximations describing wave propagation. For waves of finite amplitude,

1. \( U_r \gg 1 \) corresponds to the nondispersive nonlinear approximation [3],
2. \( U_r \sim O(1) \) corresponds to the weakly dispersive nonlinear approximation [2,4,5], and
3. \( U_r \ll 1 \) corresponds to the linear dispersive approximation [6].

Although Boussinesq-type equations are more appropriate for \( U_r \sim O(1) \) and moderately nonlinear waves, they should in principle limit to the dispersionless nonlinear shallow water model as \( U_r \to \infty \).

The Korteweg–de Vries (KdV) equation is the classic nonlinear model of long waves in shallow water [4]. It is derived from the Euler system by assuming \( \delta^2 \sim \epsilon \ll 1 \) (i.e. \( U_r \sim 1 \)). It has been well studied both mathematically (see, for example, [7–9]) and experimentally (see, for example, [10–12]). Benjamin [13] established that the solitary wave solution of KdV is stable regardless of amplitude. Bottman and Deconinck [14] prove that all KdV cnoidal waves are stable regardless of their amplitude and/or steepness. These results are counter intuitive because we expect that physical waves with sufficiently large amplitude are unstable.
However, we must remember that KdV is an approximation to the Euler system and is only a valid model for small amplitude, fairly long waves.

Recently, much progress has been made in providing a solid theoretical background for the family of Boussinesq-type wave equations both from a mathematical standpoint and for engineering applications. Bona et al. [15] provide a thorough mathematical review of many higher-order Boussinesq-type models for small amplitude, weakly dispersive waves. Chen et al. [16] establish that cnoidal and solitary wave solutions to some of these Boussinesq systems are stable regardless of amplitude and/or steepness. (They also establish that these solutions are unstable with respect to two-dimensional perturbations. However in our current paper, we only consider the one-dimensional problem.) Madsen and Schäffer [1] present several higher-order models which have been, to some extent, used in engineering practice.

When no assumption is made on the order of magnitude of \( \epsilon \) (i.e., assuming that \( \epsilon \sim O(1) \)), large amplitude waves propagating in shallow water can be described. The first strongly nonlinear, weakly dispersive set of Boussinesq-type equations was derived by Serre [5,17]. Several years later, Su and Gardner [18] and Green and Nagdhi [19] re-derived the Serre equations using different methods. In the literature, the equations are referred to as both the Serre equations and the Green and Nagdhi equations. The Serre equations are obtained by depth-averaging the Euler system and truncating the resulting set of equations at \( O(\epsilon^4) \) without making any assumptions on the order of \( \epsilon \). This “full nonlinearity” makes the Serre equations ideal for studying large amplitude or nearly breaking waves in the nearshore zone. A formal derivation of the Serre equations using series expansion on small perturbation parameters is presented by Barthélemy [20] for horizontal bottoms and by Cienfuegos et al. [21] for non-horizontal bottoms. Recently, Dias and Milewski [22] derived an extended set of the Serre equations including the effect of surface tension and a variable level to define the velocity field. Li [23,24] established that small amplitude solitary wave solutions of the Serre equations are linearly stable.

The accuracy of the Serre equations in describing strongly nonlinear shallow water waves has been confirmed by multiple comparisons between numerical simulations and physical experiments including solitary waves propagating over a step [25], solitary waves shoaling over different slopes [20,26], and regular wave shoaling and breaking over uniform beach slopes where extra terms had to be incorporated to account for energy dissipation [27]. Guizien and Barthélemy [28] generated solitary waves in a flume with minimal trailing waves by using the solitary wave solution to the Serre equations. Finally, the theoretical analysis of Lannes and Bonneton [29] shows that the Serre equations constitute a relevant system to model highly nonlinear waves propagating in shallow waters.

In this paper, we investigate additional properties of the Serre equations related to the existence of closed-form periodic solutions and their stability. Section 2 contains some mathematical properties of the Serre equations including a three-parameter family of periodic solutions. The accuracy and relevance of the Serre solitary and cnoidal solutions are investigated in Section 3. Section 4 contains our main result: waves with sufficiently small amplitude/steepness are stable while waves with sufficiently large amplitude/steepness are unstable.

2. The Serre equations

The dimensional Serre equations that describe water waves propagating on a horizontal bottom are [20].

\[
\begin{align*}
    h_t + (hu)_x &= 0, \\
    u_t + uu_x + gh_x - \frac{1}{3h}(h^2 u_{xx} + uu_{xx} - (u_x)^2)_x &= 0.
\end{align*}
\]

where \( u = u(x, t) \) is the depth-averaged horizontal velocity of the fluid, \( h = h(x, t) \) is the water depth, and \( g \) is the acceleration due to gravity. We focus this pair of equations with periodic boundary conditions, though we also comment on the solitary wave limit.

The Serre equations admit the following conservation laws

\[
\begin{align*}
    &\partial_t (h) + \partial_x (hu) = 0, \\
    &\partial_t (hu) + \partial_x \left( \frac{1}{2} gh^2 + hu^2 - \frac{1}{3} h^3 u_x \right) \\
    &\quad + \frac{1}{3} h^3 u_{xx} - \frac{1}{3} h^2 uu_x = 0, \\
    &\partial_t \left( \frac{1}{2} h (gh + u^2 + \frac{1}{3} h^2 u_x^2) \right) + \partial_x \left( h (gh + \frac{1}{2} u_x^2) \\
    &\quad + \frac{1}{2} h^2 u_x^2 - \frac{1}{3} h^2 (u_{xx} + uu_x) \right) = 0, \\
    &\partial_t \left( u - hh_u u_x - \frac{1}{3} h^2 u_x^2 + \frac{1}{3} h^3 uu_x \right) \\
    &\quad + \frac{1}{3} h^3 u_{xx} = 0.
\end{align*}
\]

Eq. (4a) corresponds to conservation of mass, (4b) corresponds to conservation of momentum, (4c) corresponds to conservation of energy, and (4d) corresponds to conservation of irrotationality.

The Serre equations are invariant under the following transformation

\[
\begin{align*}
    h(x, t) &= \hat{h}(x - st, t), \\
    u(x, t) &= s + \hat{u}(x - st, t), \\
    \hat{x} &= x - st,
\end{align*}
\]

where \( s \) is a free parameter. This transformation physically represents adding a constant horizontal velocity \( s \) to the entire system. We choose this constant to be the velocity of propagation of the wave train of permanent form, \( c \), which according to Stokes’ second definition of wave celerity [30], corresponds to the uniform current that one has to add to suppress the horizontal momentum of the fluid.

El et al. [31] show that the Serre equations admit the following family of solutions

\[
\begin{align*}
    h(x, t) &= a_0 + a_1 \text{dn}^2(\kappa (x - ct), k), \\
    \text{dn}(\cdot, k) &= \text{dn}(\cdot, 1/k).
\end{align*}
\]
Fig. 3. Plots of the water depth, h, and depth-averaged horizontal velocity, u, corresponding to the solution given in Eq. (6) with \( k = 0.99 \), \( a_0 = 0.3 \) and \( a_1 = 0.1 \) at \( t = 0 \). The dashed line in (a) represents the mean water depth, \( h_0 \).

\[
 u(x, t) = c \left( 1 - \frac{h_0}{h(x, t)} \right), \quad \text{(6b)}
\]

\[
 \kappa = \frac{2 \sqrt{a_0(a_0 + a_1)(a_0 + (1 - k^2)a_1)}}{\sqrt{3a_1}}, \quad \text{(6c)}
\]

\[
 c = \frac{\sqrt{g a_0(a_0 + a_1)(a_0 + (1 - k^2)a_1)}}{h_0}, \quad \text{(6d)}
\]

where \( k \in [0, 1) \), \( a_0 > 0 \) and \( a_1 > 0 \) are real parameters. This family of solutions to the Serre equations is the periodic generalization of the Rayleigh solitary wave solution (see Eq. (9)). It can be found by using the Jacobi elliptic function expansion method of Liu et al. [32]. In Eq. (6), \( \text{dn}(\cdot, k) \) is a Jacobi elliptic function with elliptic modulus \( k \). Byrd and Friedman [33] provide a thorough review of Jacobi elliptic functions and their properties. If \( k \in (0, 1) \), the solutions given in Eq. (6) are spatially periodic with wavelength \( \lambda = 2K(k)/x \). The mean water depth, \( h_0 \), is computed by averaging the water depth over one wavelength

\[
 h_0 = \frac{1}{k} \int_0^1 h(x, t)dx = a_0 + a_1 + \frac{E(k)}{K(k)}, \quad \text{(7)}
\]

where \( K(k) \) and \( E(k) \) are the complete elliptic integrals of the first and second kinds, respectively [33]. Hence, the cnodal solution of the Serre system is completely determined by fixing the numerical values for the parameters \( a_0 \), \( a_1 \) and \( k \). Fig. 2 contains representative plots of \( h \) and \( u \) versus \( x \).

The solutions given in Eq. (6) are periodic if \( k \in (0, 1) \). However, as \( k \to 0^+ \), these solutions limit to the following constant solution

\[
 h(x, t) = a_0 + a_1, \quad \text{(8a)}
\]

\[
 u(x, t) = 0. \quad \text{(8b)}
\]

In other words, as \( k \to 0^+ \), the solutions given in Eq. (6) limit to the trivial solution of a zero-velocity fluid with a horizontal surface at \( a_0 + a_1 \).

As \( k \to 1^- \), the family of periodic solutions limits to the following two-parameter family of solitary wave solutions

\[
 h(x, t) = a_0 + a_1 \text{sech}^2(\sqrt{\kappa}(x - ct)), \quad \text{(9a)}
\]

\[
 u(x, t) = c \left( 1 - \frac{a_0}{h(x, t)} \right), \quad \text{(9b)}
\]

\[
 \kappa = \frac{\sqrt{3a_1}}{2a_0(a_0 + a_1)} \quad \text{(9c)}
\]

\[
 c = \frac{\sqrt{g(a_0 + a_1)}}{h_0}. \quad \text{(9d)}
\]

This family of solutions is known as the Rayleigh solitary wave solution.

In engineering practice, wave properties are often defined by wave height, \( H \), wave period, \( T \), and mean water depth, \( h_0 \). The dispersion relation provides a link between celerity and spatial and temporal wave scales

\[
 c = \frac{\hat{w}}{k}, \quad \text{(10)}
\]

where \( \hat{w} = 2\pi /T \) is the angular frequency and \( \hat{k} = 2\pi /\lambda \) is the wave number. Using Eqs. (6)–(7) and previous definitions, it is possible to find the cnoidal solution of the Serre system for given \( H \), \( T \) and \( h_0 \) by solving the following set of equations

\[
 a_1 = \frac{H}{k^2}, \quad \text{(11a)}
\]

\[
 a_0 = h_0 - \frac{a_1 E(k)}{K(k)}, \quad \text{(11b)}
\]

\[
 \hat{w}^2 = \frac{3\pi^2 ga_1}{4(a_0 K(k) + a_1 E(k))^2}, \quad \text{(11c)}
\]

for \( a_0 \), \( a_1 \) and \( k \). This is done in the next section where solutions of the Serre system are compared with numerical and experimental results.

The horizontal, \( U \), and vertical, \( W \), components of water-particle velocities at any location \((x, z)\) in the vertical plane are defined by the following expressions [20]

\[
 U(x, z, t) = u + \left( \frac{h^2}{6} - \frac{z^2}{2} \right) u_{xx}, \quad \text{(12a)}
\]

\[
 W(x, z, t) = -2u_x, \quad \text{(12b)}
\]

where \( z \) is the water depth measured from the bottom.

3. Kinematic properties of solitary and cnoidal waves

In this section we assess the accuracy and relevance of the closed-form solutions presented in the previous section. We compare predictions obtained from the solutions with measurements obtained from physical experiments. In particular, we compare free surface profiles and internal wave kinematics.

For solitary waves up to the breaking limit, comparisons are performed with the numerical solution of Tanaka [34] which is extremely accurate up to the highest solitary wave [35,36]. For periodic waves, comparisons are performed using the Stream Function Theory of Dean [37]. The experimental velocity profiles of Le Méhauté et al. [38] are also used to investigate the performance of the periodic solutions. For all cases, results obtained from the KdV equation are also presented. The KdV solutions are computed following the practical implementation proposed by Wiegel [39].

3.1. The kinematics of solitary waves

In this section, we consider the propagation of solitary waves over a quiescent fluid of constant depth. We focus on wave conditions which are beyond the range of validity of the classical Boussinesq or KdV equations. The numerical solution of Tanaka [34] is used for verification. We also present results from the KdV equation for comparison.

We first consider the results for a highly nonlinear solitary wave of height \( H = 0.65 \) m propagating over a quiescent water depth \( h_0 = 1 \) m. In this case, the nonlinear parameter is \( \epsilon = 0.65 \) which is far beyond the weak nonlinearity limit requiring \( \epsilon \ll 1 \). Free surface profiles computed from Tanaka, KdV and Serre are presented in Fig. 3(a). The Serre solitary wave profile is less “peaky” than the Tanaka solitary wave profile. Thus, the Serre model produces an overestimation of the water depth. This difference was noticed by Gobbi et al. [35] by comparing the Tanaka solution to several families of the Green–Naghdi (Serre) equations. Surprisingly, the weakly nonlinear solution provided by the classical KdV theory is better than Serre solution in describing the free surface profile. However, the situation is different when other wave properties are considered. Fig. 3(b) contains a plot of the horizontal velocity profile under the solitary wave crest as
predicted by Serre’s theory (Eq. (12a)), Tanaka and KdV. Results computed from the Serre equations are much closer to the Tanaka results than the KdV predictions. In fact, the KdV predictions deviate significantly from the Tanaka theory. This highlights the importance of using a fully nonlinear model to describe internal wave kinematics for large amplitude waves.

Fig. 3(c), (d) contain plots of the wave celerity and wave crest velocity nondimensionalized by the linear wave celerity, $c_0 = \sqrt{gh_0}$, for different values of the relative amplitude, $H/h_0$, up to the highest possible solitary wave ($H/h_0 \approx 0.83$). The wave celerity is computed for Serre’s theory using Eq. (9d). The KdV theory provides good predictions for these quantities as long as $H/h_0 < 0.2$, but deviates more and more as the relative amplitude increases beyond 0.2. In particular, the KdV crest velocity prediction is rather poor for high amplitude solitary waves and results in large overestimations. Wave celerity and crest velocity estimates obtained from the Serre theory are in very good agreement with the Tanaka solution for $H/h_0 < 0.5$. This confirms the practical improvement in terms of kinematic properties produced by the Serre theory over the classical Boussinesq or KdV predictions. It is worth noting that crest velocity predictions obtained from the Serre equations are in good agreement with the Tanaka prediction up to relative amplitudes as high as $H/h_0 \approx 0.7$ (which are considered to be nearly breaking).

### 3.2. The kinematics of periodic waves

In this subsection we investigate the performance of Serre and KdV cnoidal wave solutions in terms of several important kinematic properties. In order to assess wave celerity predictions, we use the accurate numerical results of Dean’s [37] Stream Function Theory (SFT) as reference. The laboratory results of LeMéhauté et al. [38] are used to test the model predictions of velocity profiles under periodic waves.

Fig. 4 contains plots of wave celerity for different relative amplitudes versus the Ursell number. For moderately nonlinear waves (i.e. $H/h_0 \leq 0.2$), Fig. 4 shows that both the KdV and Serre theories agree with SFT-computed wave celerities over the whole range of Ursell numbers ($U_r > 1$). However, for higher relative amplitudes, the KdV theory systematically overestimates the wave celerity for all investigated values of the Ursell number. This establishes that the KdV equation does not accurately represent the kinematics of strongly nonlinear, periodic, long waves. This fact corroborates the results for solitary waves discussed in Section 3.1 and evidences how the weakly nonlinear hypothesis embedded in the KdV model limits the application of the KdV theory.

By comparison, the Serre cnoidal wave theory provides better agreement with the SFT-computed celerities for the whole range of investigated Ursell values up to a relative amplitude of $H/h_0 = 0.5$. It is important to note that the wave celerity is overestimated by the KdV theory for highly nonlinear waves ($H/h_0 > 0.2$) over the whole range of Ursell numbers, while the Serre theory produces an underestimation of the wave celerity for $H/h_0 > 0.5$ over a limited range of Ursell numbers (i.e. $U_r \sim O(1-100)$). Thus, wave celerity estimated from the Serre cnoidal theory asymptotically converges to the nonlinear long wave (nondispersive) limit as $U_r \gg 1$ while KdV theory does not.

As a last verification, we consider experimental measurements of velocity profiles under crests of periodic waves performed by LeMéhauté et al. [38]. They investigated several waves with $H/h_0 \sim 0.4-0.5$ propagating over a horizontal bottom. Comparisons between measured values and values predicted by the KdV and Serre cnoidal theories are included in Fig. 5. In general, the predictions obtained from the Serre system are in better agreement with the physical measurements than predictions obtained from KdV, except for the $H/h_0 = 0.389, T \sqrt{g/h_0} = 22.49$ case. In this experiment, the data is spread between the two theoretical predictions. For the largest and longest wave (Fig. 5(c)), only minor differences between Serre’s velocity profile and measurements are observed near the free surface. Nevertheless, the agreement is fair and confirms the relevance of Serre theory in predicting internal kinematic properties of nonlinear shallow water waves.

### 4. Linear stability

In order to study the linear stability of the solutions given in Eq. (6), we enter a coordinate frame moving with the velocity of the waves via the following transformation

$$\chi = x - ct,$$  \hspace{1cm} (13a)

$$\tau = t,$$  \hspace{1cm} (13b)
where $c$ is defined in Eq. (6d). After this change of variables, the Serre equations are

$$h - ch_x + (hu)_x = 0,$$  \hspace{1cm} (14a)

$$u_x - cu_x + uu_x + gh_x - \frac{1}{3h} (h^2 (u_x - cu_x) + uu_x - (u_x)^2))_x = 0,$$  \hspace{1cm} (14b)

and the solutions given in Eq. (6) simplify to the following time-independent solutions

$$h = \eta_0(\chi) = a_0 + a_1 d n^2 (\kappa \chi, k),$$  \hspace{1cm} (15a)

$$u = u_0(\chi) = c \left(1 - \frac{h_0}{h(\chi)} \right),$$  \hspace{1cm} (15b)

where $\kappa$, $c$, and $h_0$ are defined in Eqs. (6c), (6d) and (7), respectively.

We consider perturbed solutions of the form

$$h_{\text{pert}}(\chi, \tau) = \eta_0(\chi) + \mu \eta_1(\chi, \tau) + \mathcal{O}(\mu^2),$$  \hspace{1cm} (16a)

$$u_{\text{pert}}(\chi, \tau) = u_0(\chi) + \mu u_1(\chi, \tau) + \mathcal{O}(\mu^2),$$  \hspace{1cm} (16b)

where $\eta_1$ and $u_1$ are real-valued functions and $\mu$ is a small real parameter. Substituting Eq. (16) into Eq. (14) and linearizing leads
to a pair of coupled, linear partial differential equations that are constant coefficient in \( r \). Without loss of generality, assume

\[
\eta_1(\chi, \tau) = H(\chi) e^{2\tau r} + c.c.,
\]

\[
u_1(\chi, \tau) = U(\chi) e^{2\tau r} + c.c.,
\]

where \( H(\chi) \) and \( U(\chi) \) are complex-valued functions, \( \Omega \) is a complex constant, and \( c.c. \) denotes complex conjugate. If \( \Omega \) has a positive real part, then the perturbations \( \eta_1 \) and \( u_1 \) grow exponentially in \( r \) and the solution is said to be linearly unstable. Further, if the real part of \( \Omega \), \( \Re(\Omega) \), is positive, we define it to be the growth rate of the perturbation.

Substituting (17) into the linearized system of PDEs gives

\[
\begin{aligned}
\mathcal{L} \left( \frac{H}{U} \right) &= \mathcal{M} \left( \frac{H}{U} \right),
\end{aligned}
\]

where \( \mathcal{L} \) and \( \mathcal{M} \) are the linear differential operators defined by

\[
\mathcal{L} = \begin{pmatrix} -u''_0 + (c - u_0)\partial_x - \eta_0' - \eta_0 \partial_x \end{pmatrix},
\]

\[
\mathcal{M} = \begin{pmatrix} 1 & 0 \\ 0 & 1 - \eta_0 n_0 a_0 - \frac{1}{3} n_0^2 \partial_x^2 \end{pmatrix},
\]

where prime represents derivative with respect to \( x \) and \( L_{21} = -\eta_0' (u_0'' c - c n_0 u_0'' + \eta_0' u_0'' - \frac{2}{3} n_0 u_0' + \frac{2}{3} n_0 u_0'') + (c - u_0 - 2 n_0' u_0' - \frac{1}{3} n_0^2 u_0) \partial_x + (\eta_0 n_0 u_0' - c n_0 n_0' - \frac{1}{3} n_0^2 u_0) \partial_x + \frac{1}{3} n_0^2 u_0 - \frac{1}{3} n_0^2 \partial_x \partial_x \partial_x \)

The system given in Eq. (18), subject to periodic boundary conditions, is a differential eigenvalue problem. The eigenvalues, \( \Omega s \), determine how the perturbations evolve in \( r \). The corresponding eigenfunctions, \( H \) and \( U \), determine the \( \chi \) structure of the perturbations.

In order to find approximations to the eigenvalues and eigenfunctions corresponding to the solutions given in Eq. (15), we employ the Fourier–Floquet–Hill (FFH) method of Deconinck and Kutz [40]. This numerical method is spectrally accurate for differential eigenvalue problems with periodic coefficients (such as the one under consideration here) and allows the computation of eigenfunctions of the form

\[
\begin{pmatrix} H \\ U \end{pmatrix} = e^{i\rho} \begin{pmatrix} H^p \\ U^p \end{pmatrix},
\]

where \( H^p \) and \( U^p \) are periodic in \( \chi \) with period \( 2k/\kappa \) and \( \rho \in [-\pi \kappa/(4k), \pi \kappa/(4k)] \). Therefore, if \( \rho = 0 \), then the perturbation has the same period as the unperturbed solution. If the unperturbed solution is periodic, then all bounded eigenfunctions of (18) have the form given in Eq. (21) [41,42,40].

In the remainder of this section, we present results from numerical simulations. The spectral plots focus on regions where \( \Re(\Omega) > 0 \) because these are the regions that establish instability. Further, the Hamiltonian structure of the system [24] establishes that the second, third, and fourth quadrants of the complex-\( \Omega \) plane are reflections of the first quadrant. We also include a plot of three unstable eigenfunctions in Fig. 8.

### 4.1. Case I: fixed \( a_0 \) and \( k \)

For this series of numerical simulations, \( a_0 = 0.3 \) and \( k = 0.75 \) were fixed while \( a_1 \) was varied. Changing the value of \( a_1 \) changes the amplitude and the period of the solution. As \( a_1 \) increases, \( \delta, \epsilon \) and \( \Lambda \) all increase. The values of the parameters for these simulations are included in Table 1. Fig. 6 contains plots of spectra obtained using the FFH method with 100 positive Fourier modes (a measure of spectral resolution) and 5000 different \( \rho \) values (a measure of the different quasi-periods examined).

**Observations:**

- If \( a_1 \) is small enough, there are no \( \Omega s \) with positive real part and therefore the solution is linearly stable. This establishes that (in this parameter regime) waves with sufficiently small amplitude are stable.
- If \( a_1 \) is large enough, then there are \( \Omega s \) with positive real part and therefore the solution is linearly unstable. This establishes that waves with sufficiently large amplitude are unstable.
- The cutoff between stability and instability occurs at \( a_1 \approx 0.023 \).
- The maximum growth rate increases as \( a_1 \) increases.
- All instabilities are oscillatory instabilities. That is, every \( \Omega \) that has a positive real part has a nonzero imaginary part.
- The rate of instability oscillation, \( \Im(\Omega) \), (the imaginary part of \( \Omega \)) increases as \( a_1 \) increases.
- For these parameter values, there is only one band of instabilities for each value of \( a_1 \). In the first quadrant, each of these bands is similar in shape to a half oval.
- Generally, the instability with maximal growth rate corresponds to a perturbation with nonzero \( \rho \). This means that the period of the most unstable mode is longer than that of the unperturbed solution.

### 4.2. Case II: fixed \( a_0 \) and \( a_1 \)

For this series of numerical simulations, \( a_0 = 0.3 \) and \( a_1 = 0.1 \) were fixed while \( k \) was varied. Changing the parameter \( k \) changes the amplitude, period and steepness of the wave. As \( k \) increases, \( \epsilon \) increases, \( \delta \) decreases, and \( \lambda \) increases up to \( k \approx 0.925 \) and then decreases. The values of \( \epsilon, \delta, \lambda \) and \( U_1 \), corresponding to Case II numerical simulations are included in Table 2. Fig. 7 contains plots of spectra obtained using the FFH method with 100 positive Fourier modes and 10,000 \( \rho \) values. (Increasing the number of Fourier modes used did not qualitatively change the plots.)

**Observations:**

- If \( k \) is small enough, there is no instability. If \( k \) is large enough, there is instability. This establishes that waves with sufficiently small steepness/amplitude are stable and that waves with sufficiently large steepness/amplitude are unstable.
- The cutoff between stability and instability occurs at \( k \approx 0.30 \).
- Each of the bands in the first quadrant is similar in shape to a compressed half oval. As \( k \) increases, the number of bands of instability increases.
- All instabilities are oscillatory instabilities.

### Table 1
The values of \( a_1, \delta, \epsilon, \lambda \) and \( U_1 \) for Case I numerical simulations.

<table>
<thead>
<tr>
<th>Case I</th>
<th>( a_1 )</th>
<th>( \delta )</th>
<th>( \epsilon )</th>
<th>( \lambda )</th>
<th>( U_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.05</td>
<td>0.0922</td>
<td>0.0840</td>
<td>0.0077</td>
<td>9.893</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.1302</td>
<td>0.1524</td>
<td>0.0198</td>
<td>8.955</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>0.1841</td>
<td>0.2568</td>
<td>0.0473</td>
<td>7.579</td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td>0.2258</td>
<td>0.3328</td>
<td>0.0751</td>
<td>6.526</td>
<td></td>
</tr>
</tbody>
</table>
Generally, the instability with maximal growth rate is a $\rho \neq 0$ perturbation.

Fig. 8 contains plots of a representative sample of $H^p$ and $U^p$ corresponding to an unperturbed solution with $a_0 = 0.3$, $a_1 = 0.1$ and $k = 0.99$ (i.e. the solution shown in Fig. 2). They are plotted on an interval twice the length of the period of the unperturbed solution. For clarity, the effect of the exponential factor of the eigenfunction, $\exp(i\rho \chi)$ (see Eq. (21)) is not included. In order to obtain the complete eigenfunctions, one must multiply the functions shown in Fig. 8 by $\exp(i\rho \chi)$. Fig. 8(i) and (ii) contain plots of the components of the most unstable mode ($\Omega = 0.0104 + 0.6939i$, $\rho = -0.1923$). Fig. 8(iii) and (iv) contain plots of $H^p$ and $U^p$ corresponding to ($\Omega = 0.0095 + 2.1765i$, $\rho = 0.0688$). Fig. 8(v) and (vi) contain plots of $H^p$ and $U^p$ corresponding to ($\Omega = 0.0039 + 4.7322i$, $\rho = 0.0148$).

**Observations:**
- As $k$ increases away from zero, the maximum growth rate increases until $k \approx 0.947$. Above this value, the maximum growth rate decreases. At $k = 0.947$, the maximum growth rate is 0.0132.
- Generally, the instability with maximal growth rate is a $\rho \neq 0$ perturbation.

Fig. 8 contains plots of a representative sample of $H^p$ and $U^p$ corresponding to an unperturbed solution with $a_0 = 0.3$, $a_1 = 0.1$ and $k = 0.99$ (i.e. the solution shown in Fig. 2). They are plotted on an interval twice the length of the period of the unperturbed solution. For clarity, the effect of the exponential factor of the eigenfunction, $\exp(i\rho \chi)$ (see Eq. (21)) is not included. In order to obtain the complete eigenfunctions, one must multiply the functions shown in Fig. 8 by $\exp(i\rho \chi)$. Fig. 8(i) and (ii) contain plots of the components of the most unstable mode ($\Omega = 0.0104 + 0.6939i$, $\rho = -0.1923$). Fig. 8(iii) and (iv) contain plots of $H^p$ and $U^p$ corresponding to ($\Omega = 0.0095 + 2.1765i$, $\rho = 0.0688$). Fig. 8(v) and (vi) contain plots of $H^p$ and $U^p$ corresponding to ($\Omega = 0.0039 + 4.7322i$, $\rho = 0.0148$).

**Observations:**
- As $k$ increases away from zero, the maximum growth rate increases until $k \approx 0.947$. Above this value, the maximum growth rate decreases. At $k = 0.947$, the maximum growth rate is 0.0132.
- Generally, the instability with maximal growth rate is a $\rho \neq 0$ perturbation.

For this series of numerical simulations, $a_0$ and the wave height, $a_1 k^2$, were fixed at 0.3 and 0.1, respectively. The parameters $k$ and $a_1$ were varied simultaneously in order to ensure that the wave height remained fixed. Changes of this sort modify the period and the steepness of the solution simultaneously. The values of the corresponding $\delta$, $\epsilon$, $\lambda$ and $U_r$ are included in Table 3. Fig. 9 contains plots of spectra obtained using the FFH method with 100 positive Fourier modes and 10,000 $\rho$ values.

**Observations:**
- If $k$ is small enough, there is no instability. If $k$ is large enough, there is instability. This establishes that waves with sufficiently small steepness/amplitude are stable and that waves with sufficiently large steepness/amplitude are unstable.
- The cutoff between stability and instability occurs at $k \approx 0.102$.
- Each of the bands in the first quadrant is similar in shape to a compressed half oval. As $k$ increases, the number of bands of instabilities increases.
- All instabilities are oscillatory.
- As $k$ increases away from zero, the maximum growth rate increases until $k \approx 0.86$. Above this value, the maximum growth rate decreases. At $k = 0.86$, the maximum growth rate is 0.020.
- Generally, the instability with maximal growth rate is a $\rho \neq 0$ perturbation.

Note that in all sets of simulations, as $k \to 0$, $\Re(\Omega) \to 0$. This is consistent with the fact that $k = 0$ corresponds to a stationary fluid with flat surface.

<table>
<thead>
<tr>
<th>Case II</th>
<th>Case III</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>$k$</td>
</tr>
<tr>
<td>$\delta$</td>
<td>$\delta$</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>$\epsilon$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>$\lambda$</td>
</tr>
<tr>
<td>$U_r$</td>
<td>$U_r$</td>
</tr>
</tbody>
</table>

Table 2: The values of $k$, $\delta$, $\epsilon$, $\lambda$, and $U_r$ for Case II numerical simulations.

<table>
<thead>
<tr>
<th>Case III</th>
<th>Case III</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>$k$</td>
</tr>
<tr>
<td>$\delta$</td>
<td>$\delta$</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>$\epsilon$</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>$\lambda$</td>
</tr>
<tr>
<td>$U_r$</td>
<td>$U_r$</td>
</tr>
</tbody>
</table>

Table 3: The values of $k$, $\delta$, $\epsilon$, $\lambda$, and $U_r$ for Case III numerical simulations.
All of the instabilities presented herein have relatively small growth rates. These instabilities may not be physically observable due to dissipative or other physical effects because such effects may overwhelm any growth. Further, as \( k \) becomes very close to 1, the instability growth rate decreases (possibly to zero). If the growth rate decreases to zero in the solitary wave limit, the numerical results would corroborate Li’s stability result [23,24]. This may also explain the apparently stable Serre solitary waves created by Guizien and Barthélémy [28].

Finally, the results from our numerical simulations are consistent with the recent results of Deconinck and Oliveras [43] where they study the stability of periodic solutions of the Ablowitz et al. [44] formulation of the Euler equations and obtain spectra similar to those in Figs. 6–9.

5. Summary

Several interesting properties of the system of nonlinear partial differential equations known as Serre equations were investigated in this article. This fully nonlinear set of Boussinesq-type equations admits a closed-form three-parameter family of periodic solutions that describe shallow water wave propagation on horizontal bottoms. These solutions limit to the Rayleigh solitary wave solution as \( k \rightarrow 1^- \) and to the trivial case of a fluid at rest when \( k \rightarrow 0^+ \). Comparisons between accurate numerical solutions and experimental measurements have shown that the cnoidal and solitary wave solutions of the Serre equations perform much better than KdV solutions in describing the kinematics of highly nonlinear waves propagating in shallow waters.
We studied the stability of these solutions for a variety of parameter values, while respecting their meaningful physical range. Spectral plots indicate that waves of small amplitude/steepness are stable while waves with sufficiently large amplitude/steepness are unstable.
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